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SUMMARY 
Variations in seasonal-forecasting skill and predictability during the 15 years (1979-93) of the European 

Centre for Medium-Range Weather Forecasts (ECMWF) re-analysis (ERA), have been studied using 12-y 
ensemble integrations of the ECMWF model. These integrations form part of the European Union PROVOST 
(PRediction Of climate Variations On Seasonal to interannual Time-scales) project. Observed sea surface temper- 
atures (SSTs) were updated daily at the model's lower boundary. ' b o  major and three moderate El Niiio Southern 
Oscillation (ENSO) events occurred during the ERA period. Results are interpreted as giving an upper bound on 
the predictive skill of a coupled ocean-atmosphere system as a function of season, location, and state of ENSO. 

The model systematic error was found to be comparable with a typical amplitude of interannual variation. 
When standardized by the corresponding ERA anomaly variance, systematic error appears to be largest in boreal 
spring in the northern extratropics, and in boreal summer in the tropics. 

Ensemble-mean skill scores were found to be positive overall. Apart from the northern winter season, the 
ensemble-mean skill for months 2-4 drops significantly when compared with months 1-3. The interannual vari- 
ation of skill scores is much larger for the European region than for the hemispheric domain. Over the northern 
hemisphere, skill is much higher when only ENSO years are consided, for Europe, the enhancement in skill for 
ENSO years is much weaker. 

Estimates of intrinsic predictability were made for each year of the dataset. These estimates, defined both 
by a t-test and variance ratio, indicate generally high predictability in years when ENSO was strong. Apart from 
northern winter, the predictability estimates also showed a systematic drop between months 1-3 and months 2 4 .  
It is therefore concluded that the fall in skill scores between months 1-3 and 2-4 indicates more a weakening of 
the impact of initial conditions (ICs) than, say, an increase in the effects of model error. In order to study this 
further, the relative impacts of SSTs and ICs, including land surface ICs, on interannual variation of precipitation 
have been examined in an additional set of experiments. Overall, SSTs have a dominant role, though the impact 
of ICs is not negligible. 

The predictability of tropical and extratropical precipitation is also discussed. The level of skill for precipi- 
tation in the extratropics is generally lower than in the tropics. However, within the tropics there are regions where 
the precipitation exhibits chaotic behaviour and is correspondingly less predictable. 

KEYWORDS: El Niao Ensemble prediction Seasonal predictability 

1. INTRODUCTION 

This is one of two companion papers discussing seasonal-predictability estimates 
from a set of ensemble integrations made with the European Centre for Medium-Range 
Weather Forecasts (ECMWF) model. These integrations form part of the European 
Union PROVOST (PRediction Of climate Variations On Seasonal to interannual Time- 
scales) project. The main objectives of the PROVOST project were: (1) to quantify the 
predictability of the atmosphere on seasonal time-scales, using ensembles of integrations 
of atmospheric models with specified observed sea surface temperatures (SSTs); (2) to 
develop comprehensive coupled models of the oceans, atmosphere and land surface 
together with Ocean data assimilation techniques to provide initial conditions (ICs) for 
such coupled models; and (3) to test the skill of these coupled systems through co- 
ordinated experimentation. 

This paper addresses the first of these objectives. Within the terms of the PROVOST 
uncoupled experimentation, 9-member ensembles of 120-day integrations were made by 
four different modelling groups: ECMWF, Electricit6 de France, Met60 France and The 
Met. Office. The ensembles were made with prescribed observed SSTs, implying that 
the results give upper bounds on predictive skill (though see the caveats in section 8). 
* Corresponding author: European Centre for Medium-Range Weather Forecasts, Shinfield Park, Reading, Berk- 
shire RG2 9AX, UK 
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Seasonal-simulation studies using specified observed SSTs have an extensive history 
(e.g. Blackmon et al. 1983, Shukla and Wallace 1983; Lau 1985; Owen and Palmer 
1987; Kitoh 1991; BrankoviC et al. 1994; Deque etal. 1994; Barnett 1995; Dix and Hunt 
1995; Stern and Miyakoda 1995; Harzallah and Sadourny 1995; Bengtsson et al. 1996; 
Davies et al. 1997; Kumar and Hoerling 1998). However, the integrations discussed in 
this paper differ in one or more ways from these earlier studies. First, the integrations are 
made over seasonal time-scales from observed (re-analysis) initial conditions. Second, 
the integrations are made over all four seasons. Third, the integrations have been made 
over a relatively large number of years. As a result, variations of skill can be assessed as 
a function of season, region, and state of El Niiio Southern Oscillation (ENSO). Finally, 
the integrations have been made in ensemble mode. Taking into account all four models 
participating in PROVOST, the maximum size of such a multi-model ensemble is 36, 
a relatively large number by past standards. However for the purposes of this paper, 
analysis has been restricted to the ‘sub-ensemble’ from just one model, the ECMWF 
model (the 36-member multi-model ensemble is discussed in Palmer et al. 2000). A 
pilot study for this PROVOST experimentation was reported in BrankoviC and Palmer 
( 1997). 

Initial dates of the integrations spanned the 15-year period of the ECMWF re- 
analysis (1979-93). More details concerning the model and the ensemble construction 
are given in section 2. The systematic error of the ECMWF model is analysed in sec- 
tion 3, and is compared with the standard deviation of observed interannual variability. 
The main analysis is performed in sections 4-6. Conventional estimates of skill are 
described in section 4. In section 5 attention is focussed on the simulation of interannual 
variation of precipitation anomalies in a number of specified tropical and extratropical 
regions. In view of the deleterious effect of model error, measures of intrinsic pre- 
dictability (which are independent of the verifying analysis) are discussed in section 6. 
These measures include both a t-statistic and an analysis of variance. In section 7 we 
discuss results from an additional set of experiments, designed to assess the relative im- 
pact of initial conditions and SST forcing on the seasonal predictability of precipitation. 
Conclusions are summarized in section 8. 

The use of ensemble forecasts for seasonal prediction derives from the fact that 
such forecasts are essentially probabilistic. An analysis of the skill of these PROVOST 
integrations from a probabilistic perspective is made in Palmer et al. (2000). 

2. ORGANIZATION OF EXPERIMENTS 

(a)  Themodel 
The model version used for the integrations described in this paper was ECMWF 

cycle 13R4 with semi-Lagrangian dynamics at T63L31* resolution. This model cycle 
was introduced into operations (at T213L31) on 4 April 1995 (see Miller et al. 1995). 
One of the main reasons for choosing cycle 13R4 was that the same model was used in 
the ECMWF 15-year re-analysis project (ERA-15; Gibson et al. 1997). 

The decision to use semi-Lagrangian time stepping was based on results from 
seasonal-time-scale trial integrations. Consistent with Chen and Bates (1996), it was 
found, for example, that a strong cooling of the polar stratosphere, common to many 
general circulation models with Eulerian schemes (see, for example, Boer et al. 1991), 
was dramatically reduced with the semi-Lagrangian scheme. It is well known that semi- 
Lagrangian dynamical schemes are not necessarily mass conserving, and this may pose 

* Spectral triangular truncation T63 and 31 levels in the vertical. 
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TABLE 1. INITIAL DATES FOR THE PROVOST EXPERIMENTS 
~ ~ 

Spring* Summer Autumn Winter 
Member (MAMJ) (JJAS) (SOND) (DJFM) 

1 
2 

20 February 
21 February 
22 February 
23 February 
24 February 
25 February 
26 February 
27 February 
28 February 

23 May 
24 May 
25 May 
26 May 
27 May 
28 May 
29 May 
30 May 
31 May 

23 August 
24 August 
25 August 
26 August 
27 August 
28 August 
29 August 
30 August 
31 August 

22 November 
23 November 
24 November 
25 November 
26 November 
27 November 
28 November 
29 November 
30 November 

*Add one day for leap years 

a problem for long model integrations. However, in the ECMWF model it was found 
that the globally averaged change in surface pressure was at most 3 mb at the end of 
the four-month integration period. This was considered sufficiently small, so that no 
corrective fixes were applied. 

(b) Seasonal ensembles 
Nine-member ensembles were run over all seasons for the ERA-15 period, 1979- 

93. The experimental set consists of ensembles for 14 northern winter and 15 northern 
spring, summer and autumn seasons. The experiments were initiated from consecutive 
1200 UTC ERA-15 analyses, from 1 to 9 days preceding the season of interest (see 
Table l), i.e. initial conditions were separated by 24 hours. The length of integration was 
4 months plus 1 to 9 days depending on the initial date, so as to include the full calendar 
month at the end of each season. The seasons are defined as: winter, December-March 
(DJFM); spring, March-June (MAMJ); summer, June-September (JJAS); and autumn, 
September-December (SOND). The model was run with observed prescribed SSTs 
taken from ERA-15 and updated daily in the integrations. The choice of atmospheric 
initial conditions should not strongly affect seasonal predictability, since on these time- 
scales the dominant forcing is provided by SSTs. However, initial conditions in our 
experiments also include land surface initial conditions which may influence seasonal 
predictability (see discussion in section 7). 

The model output was archived every 24 hours at 1200 UTC, and monthly and 
seasonal averages were derived from such daily data. For verification purposes, the same 
mean fields were computed from ERA-15. For precipitation, the ERA-15 ‘verification’ 
was based on 24-hour accumulated rainfall from 24-hour forecasts run from the ERA- 15 
analyses. We have also used an independent set of precipitation analyses based mainly 
on observation data (Xie and Arkin 1997; hereafter refeked to as Xie-Arkin data). Ten- 
day mean data from the ECMWF PROVOST experiments have also been archived on 
CD-ROMs (Becker 1998). 

The model seasonal climatology is defined as the mean of all ensemble members 
over the ERA-15 period (14 years for winter and 15 years for other seasons). The 
observed climate was computed in the same way from the ERA-15 data. In all cases 
below, the simulated anomalies are defined relative to the model climate, the ERA- 
15 anomalies are defined relative to the observed climate. In this way, comparison of 
simulated and observed anomalies implies that an a posteriori linear correction for 
model systematic error has been applied. 
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Figure 1.  Monthly mean sea surface temperature anomalies (K) from 1979 to 1993 averaged over the equatorial 
Pacific region, 7ON-7OS, 160°E-800W. Strong El NiiioLa Niiia Southern Oscillation events are denoted by large 

bold EN and LN; moderately strong events are denoted by smaller EN and LN. 

(c)  SST anomalies during ERA-15 
It is well known that SST anomalies in the equatorial Pacific have a significant 

influence on the global circulation (e.g. Trenberth et al. 1998). Figure 1 shows monthly 
mean SST anomalies from 1979 to 1993 averaged over the region 7"N-7"S, 160"E- 
80" W. ' h o  periods of large anomalies, with magnitude over 1.5 K, are seen: one warm, 
El Niiio, event in 1982/83; and one cold, La Niiia, event in 1988/89. Other moderately 
strong events were the El Niiio in 1986/87 and 1991192, and a prolonged La Niiia from 
1984 to 1986. The cold event in 1981 and the warm event in 1993 were weakerthan these 
major events. The spatial distribution of SST anomalies for the period considered can 
readily be found elsewhere (see, for example, Climate Diagnostics Bulletin, published 
by the Climate Prediction Center, NOAA/NWS/NCEP*) and will not be shown here. 

3. MODEL SYSTEMATIC ERROR 

(a) Errors in the extratropics 
For brevity, we focus on seasonal-mean 500 mb height systematic error. Figure 2(a) 

shows the systematic error for JFM, the last 3 months (months 2-4) of the winter 
integrations. The largest errors, of approximately 9 dam, occur over the north Pacific and 
north Atlantic, and are associated with a mid-latitude westerly bias over these oceanic 
areas. The error pattern, in particular over the Atlantic, is almost unchanged compared 
with that of previous ECMWF model cycles (BrankoviC and Molteni 1997). The error 
amplitude in JFM is, on average, only marginally larger than in DJF (not shown). Over 
the northern hemisphere, an error pattern similar to that of JFM is found for the late 
spring season (AMJ, Fig. 2(b)). The trough-to-ridge amplitude in both Atlantic and 

National Oceanic and Atmospheric AdministratiodNational Weather ServiceMational Centers for Environ- 
mental Prediction. 
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Pacific error dipoles is somewhat smaller, whilst the negative error in the Pacific extends 
over the whole of northern Asia. This error is associated with a relatively large cooling 
over the same region extending almost over the whole depth of the model troposphere 
(not shown). (The erroneous cooling was found to be the consequence of an inadequate 
treatment of the snow albedo over the northern hemisphere’s large forest areas in the 
model version used for the PROVOST integrations (Viterbo and Betts 1999).) For the 
late summer (JAS), the northern hemisphere error is much smaller, apart from at very 
high latitudes, and positive errors are dominant over the continents (Fig. 2(c)). In the 
southern hemisphere, the amplitude of the JAS 500 mb height error reaches its maximum 
of 10 dam in the southern Atlantic. Between JAS and OND (Fig. 2(d)) negative errors 
in the southern hemisphere are reduced, whereas a positive error in the south Pacific, 
near Antarctica, has increased substantially. There is an indication that the error in the 
southern Indian Ocean, reaching about 5 dam in JFM and OND, might be partly caused 
by isolated and possibly biased radiosonde soundings at Kerguelen Island (Per Killberg, 
the ERA project, personal communication), and therefore should not be ascribed solely 
to the model. 

The magnitude of model error, as illustrated in Fig. 2 (locally up to 10 dam), is 
similar to the magnitude of observed atmospheric interannual variability. Indeed, the 
standard deviation for ERA-15 anomalies reaches 9.1 dam in JFM (not shown), and 
is smaller in other seasons (up to 7.8 dam in MAM, 6.9 dam in JAS and 6.0 dam in 
OND). Since the model error depicted in Fig. 2 is clearly influenced by the annual 
cycle, the magnitude of model systematic error for each season has been normalized by 
the corresponding seasonal standard deviation of analysis anomaly (Fig. 3). In shaded 
areas the model systematic error is greater than the amplitude of observed interannual 
variation. In the northern extratropics, this relative systematic error appears to be largest 
in spring (Fig. 3(b)) and smallest in summer (Fig. 3(c)). In the tropics, the relative error 
is largest in summer, followed by spring. (However, the 500 mb height field is rather 
featureless in the tropics, and its prediction is not as important as in the extratropics). 
In contrast with the other seasons, relative errors in winter are confined mainly to 
extratropical regions. The results from Figs. 2 and 3 suggest that model errors may 
have less impact on model performance in winter, despite the mean error having larger 
absolute amplitude. 

Given the intrinsic nonlinearity of the atmosphere, it is clear that further work is 
required to reduce the level of model error on seasonal time-scales, at least so that it 
is small compared with the signal one is attempting to predict. The progress that has 
been made in reducing model error in medium-range forecasts, suggests that the level of 
systematic error shown in Fig. 2 can be significantly decreased over the coming years. 

(6) Errors in the tropics 
For tropical regions, model errors are assessed in terms of precipitation. As dis- 

cussed above, the verification is based upon both Xie-Arkin data and the 0-24 hour 
accumulated precipitation from ERA- 15 short-range forecasts. The latter may be viewed 
as a shortcoming in verification; however, an ‘error’ field with respect to ERA-15 gives 
a large-scale estimate, albeit possibly conservative, of the drift in precipitation over a 
season. 

Figure 4 shows the differences between the simulated climate and verification for 
the last 3 months (months 2-4) of extreme seasons (JFM in the upper two panels and 
JAS in the lower two panels). Over the central and eastern tropical Pacific, the error 
pattern in both seasons signifies excessive precipitation rates in the simulated inter- 
tropical convergence zone (ITCZ). A similar error pattern is found in the other seasons, 
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Figure 4. Total precipitation error for: (a) JFM with respect to Xie-Arkin; (b) JFM with respect to ERA; (c) same 
as (a) but for JAS; (d) same as @) but for JAS. Contours are f l ,2,5, 10,20 mm day-'; negative errors are dashed. 

See text for details. 

AMJ and OND (not shown). In JAS (Fig. 4(c) and (d)), the excessive ITCZ rainfall is 
the largest of all seasons, reaching between 14 and 16 mm day-' in the tropical Pacific, 
around 20 mm day-' in the Atlantic and over 10 mm day-' in the tropical Indian Ocean. 
The amplitude and the extent of errors in the tropical rainfall in JAS are consistent 
with the relatively large errors in geopotential heights shown in Fig. 3(c). They are also 
consistent with the model's overestimation of the near-surface convergence in the ITCZ 
(not shown). In contrast with the overestimation of the tropical ocean rainfall, the model 
underestimates rainfall rates in the Amazon region and equatorial Africa. The model 
differences with respect to both Xie-Arkin data and to ERA are very similar. 
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Figure 5. Northern hemisphere (20-80'N) 500 mb height ensemble-mean anomaly correlation coefficients for 
all four seasons for: (a) months 1-3; and (b) months 2 4 .  Strong El Niiio/La Niiia Southern Oscillation events 
are denoted by large bold EN and LN; moderately strong events are denoted by small EN and LN. Symbols 

correspond to three-month periods, see key. 

4. ASSESSMENT OF MODEL SKILL 

This section describes some conventional skill scores, appropriate to deterministic 
ensemble-mean fields. Palmer et al. (2000) discuss the skill of the PROVOST integra- 
tions within a probabilistic-forecast framework. 

(a)  Ensemble-mean skill 
Figures 5 and 6 show anomaly correlation skill scores for the ensemble-mean 

500 mb height, averaged over months 1-3, and months 2-4 of the integrations. Figure 5 
is for the northern hemisphere between 20 and 80'N; Fig. 6 is for Europe only (35- 
75'N, 12.5"W-42.5"E). Results for the four seasons are shown separately (see legend 
on Figs. 5 and 6). Clearly, the results show an overall positive level of skill, both for 
the northern hemisphere and for Europe. Over the northern hemisphere, skill scores for 
months 1-3 are at least equal to 0.5 in 17 (out of 59) seasons, nearly 30% of cases. 
However, for months 2-4 skill scores are at least equal to 0.5 in only five (out of 59) 
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Figure 6. As Fig. 5 but for Europe (35-7S0N, 12.5"W42S0E). 

cases. The drop in skill between months 1-3 and months 2 4  is especially large in spring 
and summer. 

Interannual variability in skill is much more marked for Europe than for the whole 
hemisphere, not least because of its smaller area. However, regardless of this, the skill 
for months 2 4  is more often above the 0.5 mark for Europe (1 1 cases) than for the 
northern hemisphere (five cases). In autumn, skill is rather poor for Europe-in SON 
skill is negative (worse than climatology) in 12 out of 15 years (Fig. 6(a)). 

The level of skill is enhanced for the northern hemisphere when only years in which 
ENSO was active are considered. This can be seen readily in Fig. 5 ;  for example, the 
El Niiio winter of 1982183, and the La Niiia winter of 1988/89 stand out as having 
particularly high skill. On the other hand, skill over Europe is not well correlated with 
ENSO events (Fig. 6). For example, whilst winter 1988/89 has high skill, relatively low 
skill (below 0.4) is found in the winter of 1982/83. 

In contrast, European skill is found to be relatively high in some years that are not 
related to ENSO. For example, high skill is found in DJF 1987/88, which was a transition 
season from a relatively strong El Niiio to a strong La Niiia. However, in the late winter, 
JFM 1988, the skill score drops substantially below that for DJF. Similar scores are 
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TABLE 2. 500 mb HEIGHT ENSEMBLE-MEAN ANOMALY 
CORRELATION COEFFICIENTS 

Season Nhemisphere Europe N America 

MAM 0.47 (0.48) 0.31 (0.12) 0.51 (0.59) 
AMJ 0.22 (0.17) 0.16 (0.21) 0.22 (0.24) 
JJA 0.35 (0.40) 0.28 (0.13) 0.34 (0.44) 
JAS 0.21 (0.30) 0.22 (0.31) 0.15 (0.32) 
SON 0.20 (0.30) -0.31 (-0.17) 0.37 (0.50) 
OND 0.16 (0.35) -0.1 1 (0.02) 0.25 (0.47) 
DJF 0.36 (0.52) 0.31 (0.36) 0.55 (0.75) 
IFM 0.34 (0.53) 0.21 (0.23) 0.44 (0.76) 

Figures in brackets are the means from strong and moderately 
strong ENSO years 

found in the winter of 1990191 which was characterized by a weak warm SST anomaly 
in the equatorial Pacific (see Fig. 1). These two examples indicate that factors other than 
SST forcing from the equatorial Pacific may influence European skill in early winter. 

Table 2 shows the average anomaly correlation skill scores of 500 mb height for 
three chosen regions over all years, for the months 1-3 and months 2 4 .  The skill 
scores are averaged using the Fisher z-transform technique. For the northern hemisphere 
the highest skill is in spring (MAM), though there is a sharp drop in the late spring 
(AMJ, months 2 4 ) .  This is consistent with the results from an earlier ECMWF model 
version, where the highest skill over the three northern hemisphere sectors was found 
in MAM (BrankoviC and Palmer 1997). Other studies have also found that the northern 
spring season has relatively high predictability (Davies et al. 1997; Kumar and Hoerling 
1998). The second-highest skill score is in winter (DJF), and is maintained into the late 
season (JFM). The contrasting behaviour of skill scores in the late spring and late winter 
seasons may indicate the weakening of dynamical teleconnections between the tropics 
and the northern hemisphere extratropics as summer approaches. On the other hand, it 
may indicate that the effects of ICs are more predictable in spring than in winter. The 
impact of ICs on seasonal predictability is further discussed in sections 6 and 7. 

For Europe, the mean skill is lower than for the northern hemisphere. There is no 
clear winner between the winter, spring and summer seasons. For autumn, the ECMWF 
model performs very poorly, having a negative anomaly correlation. For North America 
(25-70°N, 150-60°W), on the other hand, the highest skill is in winter (DJF) and is 
maintained at a relatively high level into the late winter (JFM). Skill in summer and 
autumn clearly lags behind that in the colder part of the year. 

When only strong and moderately strong ENSO events are considered (figures in 
brackets in Table 2), skill is consistently enhanced for North America. For Europe the 
skill, despite being relatively low, is consistently enhanced for months 2 4  (AMJ, JAS, 
OND and JFM) and also for DJF. This may indicate a delay in the time it takes for ENSO 
to influence seasonal predictability over the European region. However, due to the small 
sample (five cases), values in Table 2 may not be considered definitive. (In contrast to 
these results, forecasts for the ENSO winter 1997/98 were found to be quite skilful for 
the European region, see Stockdale et al. (1998).) 

Many of the scores shown above were also computed in the cross-validation mode, 
i.e. using a definition for which the anomaly for year x was computed by using a 
climate in which year x was omitted. This made no noticeable difference to the skill 
score results. Over the northern hemisphere, the difference between any of the ‘variable’ 
climate fields and the ‘full’ climate does not exceed 2 dam. 
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a) 2500 ERA anomaly DJF 1982/83 (cant = 2 dam) b) 2500 13r4 anomaly DJF 1982/83 (cant = 2 dam) 

0' W E  

c) 2500 ERA anomaly DJF 1 W 8 9  (cont = 2 dam) d) 2500 13r4 anomaly DJF 1 9W89 (cant = 2 dam) 
1 w w  1800 1 W E  , 

0" W E  

Figure 7. 500 mb height anomalies: (a) ERA for DJF 1982/83; (b) ensemble-mean for DJF 1982/83. (c) and (d) 
are as (a) and (b), respectively, but for DJF 1988/89. Contours are every 2 dam; negative anomalies are dashed. 

See text for details. 

Figure 7 shows the 500 mb height anomaly over the northern hemisphere from ERA- 
15 and from the ensemble mean for the two winters when the northern hemisphere 
skill was high. In DJF 1982183, the model simulated anomalies rather well over the 
PacificNorth American (PNA) quadrant of the northern hemisphere. Over Europe and 
the north Atlantic, the simulated anomalies bear much less correspondence with the 
observed anomalies. In DJF 1988/89, the simulation of a positive anomaly over the north 
Atlantic and Europe (Fig. 7(d)) gave a much higher skill score for Europe and overall for 
the whole of the northern hemisphere. It is interesting to note that, whilst the 1988/89 
observed anomaly pattern over the PNA region is almost exactly the opposite to that in 
1982/83, over the European region it is somewhat similar in both winters with, broadly, 
negative anomalies in the north and positive anomalies in the south. This illustrates the 
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Figure 8. Northern hemisphere (20-800N) 500 mb height anomaly correlation coefficients for: (a) DJF, and 
(b) MAM. Open diamonds correspond to ensemble means, and crosses to individual model integrations. See text 

for details. 

difficulties in seasonal prediction over Europe even in the presence of a strong ENS0 
forcing. 

(b) Skill of individual integrations 
The ensemble-mean skill characterizes one aspect of the forecast performance of 

the ensemble. However, in addition, it is important to assess the spread or dispersion of 
the skill of individual forecasts within an ensemble. For example, it is possible that the 
verification field lies within the range of the ensemble, but that the skill of the ensemble- 
mean field is low. 

Figure 8 shows 500 mb height anomaly correlations of individual model realizations 
for the northern hemisphere in DJF and MAM. Open diamonds depict ensemble- 
mean skill, crosses are related to individual forecasts. Clearly, in spring (Fig. 8(b)) 
there is an overall higher degree of skill consistency within ensembles than in winter 
(Fig. 8(a)). This is reflected in a consistent level of skill for this season over the 15-year 
period, without much interannual variability. The smallest intra-ensemble dispersion of 
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skill scores is found for the two strong ENS0 winters 1982/83 and 1988/89; in both 
years more than half of the ensemble integrations have anomaly correlation coefficients 
greater than 0.6. In other years a much lower degree of skill consistency is found. 

A discussion of the relationship between such skill scores and population (sample) 
statistics is given in section 6(c). 

5 .  SIMULATION OF OBSERVED PRECIPITATION ANOMALIES 

From a practical point of view, prediction of seasonal-mean precipitation anomalies 
is of prime interest, particularly in the tropics. Figures 9 and 11 show simulations of 
interannual variations of such anomalies for some prescribed tropical and extratropical 
regions, respectively. The solid lines show the rainfall anomalies based on the ensemble- 
mean fields; the dashed lines show the anomalies in terms of the &24 hour accumulated 
field in the ERA-15 archives. Open diamonds indicate Xie-Arkin precipitation anoma- 
lies. The dotted lines show the extreme (wet and dry) members of the ensemble. In all 
cases the curves have been standardized with respect to their own climatologies (i.e. the 
mean is subtracted, and the anomaly divided by the standard deviation, based on values 
from the appropriate 15-year dataset). 

From Fig. 9 it can be seen that seasonal simulations of precipitation for some 
regions, like the Brazilian Nordeste (MAM; Fig. 9(a)), east Africa (MAM; Fig. 9(b)) and 
the African Sahel (JJA; Fig. 9(c)) are clearly skilful. For the latter region, it is interesting 
to note that the model has successfully captured the decadal trend in precipitation. 
These results highlight the fact that considerable skill can be expected from seasonal 
forecasts in many parts of the tropics. 

For India (JJA; Fig. 9(d)) the model was not as successful, particularly in the second 
half of the ERA-15 period, though some variations (e.g. between the El Niiio year 1987 
and La Niiia year 1988) were simulated. The difficulty in modelling Indian rainfall has 
also been reported by other authors (e.g. Palmer et al. 1992; Fennessy et al. 1994; 
Krishnamurti et al. 1995; Arpe et al. 1998). This lack of model success is in part 
associated with the chaotic nature of monsoon variations (Palmer 1994). This chaotic 
variability is illustrated in Fig. 10 which shows precipitation anomalies for individual 
integrations for the JJA season in 1987 over the Indian region. Negative precipitation 
anomalies dominate over the Indian subcontinent in ensemble members 1, 7 and 9; 
positive anomalies dominate in ensemble members 2,3 and 6. In ensemble members 4,5 
and 8 neither anomaly prevails. All the ensemble members have been initiated from late 
May 1987 initial data separated by 24 hours (see Table 1). The relatively large spread for 
1987 is also seen in Fig. 9(d), where the distance between the thin dotted lines indicates 
a range of model realizations. In contrast to the Indian subcontinent, it can be seen in 
Fig. 10 that precipitation anomalies over the western part of the Bay of Bengal and the 
adjacent coast of south-east Asia are quite predictable-all nine members of the 1987 
ensemble indicate a large positive anomaly over that region. For JJA 1988, the results 
are more robust over India in the sense that positive rainfall anomalies are dominant in 
six out of nine experiments (not shown). 

In the headings of Fig. 9, the rainfall rates associated with the 15-year average 
ensemble-mean fields and the 15-year standard deviation of ensemble-mean rainfall are 
given along with the equivalent values from Xie-Arkin and ERA-15 datasets. Note that 
the ensemble-mean field necessarily has a smaller standard deviation than that from the 
individual integrations. For the Nordeste region, the model is slightly drier than Xie- 
Arkin data, and more than 2 mm day-' drier than the re-analysis values. The ensemble 
and re-analysis interannual variability are about the same, and larger than that observed. 
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Precip anomaly: JJA 1987 (1 ) 
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Figure 10. Precipitation anomalies for June, July and August (JJA) 1987 over the Indian region for all nine 
individual model realizations. Contours are at f0.5.2.5, 10,30 mm day-'. Negative anomalies are dashed. 

For east Africa the ensemble is again drier than both Xie-Arkin and ERA, and the 
ensemble standard deviation is about the same as that for Xie-Arkin but smaller than 
the re-analysis interannual variability. For the Sahel the ensemble is wetter than both 
Xie-Arkin and the re-analysis, but the re-analysis has larger interannual variability. In 
contrast to the Sahel, the model underestimates the precipitation rate over India, but has 
more variability. Overall, there is no clear over- or underestimation of the 15-year mean 
rainfall rates. The model tends to underestimate interannual variability of rainfall rates 
when compared with ERA, but is often about right when compared with Xie-Arkin 
variations. 
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in JFM. 

The standardized rainfall estimates have also been studied for a number of extra- 
tropical regions. In general the level of skill is much lower when compared with the 
tropics. However, for some regions the results were encouraging. Figure 11 shows that 
the interannual variability in JFM rainfall for northern Europe (50-70°N, 10°W-30"E) 
and for the eastern USA (25-50°N, 100-7O"W) were captured reasonably well. For both 
regions, the ensemble is wetter than Xie-Arkin precipitation and re-analysis, though the 
standard deviation is about the same. 

6. ESTIMATES OF PREDICTABILITY 

The skill scores shown in section 4 are influenced by model error. In order to 
assess the potential for seasonal prediction without the direct impact of model error, 
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we discuss variations of intrinsic seasonal predictability in this section. Since the 
ability to discriminate between years with high and low predictability is of great 
practical importance, estimates of seasonal predictability are made for each year. This 
approach contrasts with those where attempts to derive an overall measure of seasonal 
predictability were made (e.g. Chervin 1986; Rowel1 1998). 

In the following two subsections, two different measures of predictability are eval- 
uated for seasonal-mean 850 mb temperature. The first is the t-test, measuring whether 
the ensemble mean for a given year was significantly different from the climatological 
state. The second is a ratio of variance, measuring the size of ensemble variance for a 
particular year relative to the overall ensemble variance using all ensemble members for 
all years. High predictability corresponds to large t-values and/or small ratio of vari- 
ance. These essentially correspond to measuring the signal imposed from the boundary 
forcing in relation to the 'climatological' noise from unpredictable nonlinearities due to 
a model's internal dynamics (see, for example, Zwiers 1996). 

(a)  Signijicance of ensemble-mean anomalies 
A t-test has been performed, grid point by grid point, on the 850 mb temperature 

anomalies for a given year, where climatology is obtained from all the integrations 
excluding those from the given year. Figure 12 shows some examples of such a spatial 
distribution of t-values for the late winter season (JFM). The years displayed have been 
chosen so as to illustrate winters when the equatorial Pacific SST forcing was (a) strong, 
(b) moderately strong and (c) weak. For reference, the null hypothesis that the ensemble 
mean is not different from climate can be rejected with at least 80%, 90% or 99% 
confidence levels, if the t-variable exceeds 1.29, 1.66 or 2.62, respectively. The sign 
of the t-variable is irrelevant for this analysis. 

For example, 1984/85 was a predictable winter for much of northern Europe, whilst 
1982/83 was a predictable winter for much of southern Europe (see Figs. 12(b) and 
12(a), respectively). Interestingly, whilst there was a strong El Niiio event in 1982183 
(giving rise to extremely large t-values over most of the tropics), there was only a 
moderately strong La Niiia event in 1984/85. It is possible that the predictability over 
northern Europe in the winter 1984/85 was enhanced, for example by north Atlantic 
SST anomalies. For comparison, Fig. 12(c) shows the global distribution of t-values for 
a winter when the ensemble distribution was not significantly different from the 15-year 
climatology over most of Europe (JFM 1991). 

In Table 3 is shown the time-mean t-statistic for three selected regions. For the 
northern hemisphere, t-values remain almost unchanged throughout winter, whereas in 
other seasons there is a decrease in predictability between months 1 and 3 and months 
2 and 4. For Europe, predictability estimates are generally lower than those for the 
northern hemisphere and are reduced in months 2-4 relative to months 1-3 irrespective 
of the season. The highest t-values are found for North America where, apart from in 
winter, a reduction in predictability estimates in months 2-4 is also seen. The enhanced 
predictability in winter is probably associated with the seasonality of teleconnections 
between the tropics and extratropics. The overall higher predictability in months 1-3 
than in months 2-4 may be related to a possible stronger influence of initial conditions. 
When the ENS0 years are considered (figures in brackets in Table 3), the predictability 
estimates are generally increased in all regions and in all seasons. The only exceptions 
are the late spring (AMJ) and summer (JJA) over Europe. 

To emphasize the interannual and seasonal variations in predictability, the grid 
point t-values of the seasonal mean 850 mb temperature have been averaged over two 
European subdomains: northern Europe, 50-70°N, 1 O'W-30'E; and southern Europe, 
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Figure 12. Student's t-statistic of 850 mb temperature for January-March (JFM) in: (a) 1983; (b) 1985; and 
(c) 1991. Contours are at 80%, 9046, 95% and 99% confidence levels, with shading where greater than 95% 

which corresponds to r-values of 1.980 or greater. 
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TABLE 3. 

Season 

MAM 
AMJ 
JJA 
JAS 
SON 
OND 
DJF 
JFM 

MEAN ?-STATISTICS FOR 850 mb TEMPER- 
ATURE 

N hemisphere Europe N America 

1.42 (1.67) 1.11 (1.24) 1.59 (2.04) 
1.21 (1.28) 0.94 (0.94) 1.26 (1.38) 
1.49 (1.69) 1.14 (0.92) 1.48 (1.74) 
1.32 (1.61) 1.07 (1.10) 1.28 (1.58) 
1.21 (1.31) 1.17 (1.46) 1.25 (1.31) 
1.05 (1.21) 0.86(0.99) l.lO(1.21) 
1.48 (1.83) 1.36 (1.74) 1.58 (2.22) 
1.47 (2.02) 1.28 (1.77) 1.64 (2.60) 

Figures in brackets are the means from strong and moder- 
ately strong ENSO years. 

35-5OoN, 1O0W-3OoE. The results are shown in Fig. 13 for JFM and in Fig. 14 for 
JAS. The heavy solid lines represent the interannual variation of the t-value with the 
y-axis reference on the left-hand side of each panel. For reference, the 80% and 99% 
confidence limits are shown as horizontal lines. There is certainly evidence of seasonal 
predictability for these two subdomains of Europe, at least in winter, but the level 
of predictability varies considerably from year to year. Moreover, a year which shows 
predictability over northern Europe does not necessarily show predictability for southern 
Europe. In winter there are more predictable years for northern Europe than for southern 
Europe (Fig. 13). For example, based on the 90% confidence threshold (t-value equals 
1.66), northern Europe shows predictability in four years, and southern Europe in two 
years. The opposite is found in summer (Fig. 14), when there are three years above 
the 90% threshold for southern Europe, whereas no years are predictable for northern 
Europe. 

The t-values for other fields, such as geopotential height and precipitation, have 
also been calculated. For brevity, in Fig. 15 we show t-values for 500 mb height for the 
eastern USA and for rainfall over east Africa and India. The eastern US region is in the 
extratropics, much closer than Europe to the centre of action in the equatorial Pacific; 
the other two regions are in the tropics. 

For the eastern USA, the late-winter predictability estimates for 500 mb heights 
for the strong ENSO years (1983 and 1989) are high, and differ significantly from the 
other years (Fig. 15(a)). A similar result is seen for MAM tropical precipitation t-values 
over eastern Africa (Fig. 15(b)). In addition, predictability of east Africa rainfall is, on 
average, relatively high-most of the open square symbols are lying above the 90% 
significance level. For India, apart from the year 1980, the t-values are always below 
the 99% confidence limit, and in eight years (out of 15) are below or equal to the 90% 
threshold. In this sense, Indian rainfall is not generally as predictable as, for example, 
east African rainfall. This is consistent with the results in Fig. 10. 

(b) Ratio of variance 
As mentioned above, the grid point value of the ratio of ensemble variance for a 

given year to the total variance from the set of all ensemble fields taken over all the years 
is calculated. Using this measure, for regions where there is high intrinsic predictability, 
the ensemble spread should be much less than the interannual variability of the ensemble 
mean, and the ratio of ensemble variance to the total variance will be small. Note that, in 
contrast to the t-test, high predictability is associated with small values of the diagnostic. 

The ratio of variance of seasonal-mean 850 mb temperature is shown in Fig. 16 
for the same three years as in Fig. 12. In JFM 1983 (Fig. 16(a)), it can be seen that 
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Figure 13. The interannual variation of the January-March (JFM) atra mean 850 mb temperature t-statistic 
(solid lines) and ratio of variance (F-value, dashed lines) for: (a) northern Europe; and (b) southern Europe. 

across much of the tropical Pacific, where the ensemble mean is significantly different 
from climatology (cf. Fig. 12(a)), the variance ratio is particularly small. Over much 
of the Mediterranean area, where the ensemble mean was also significantly different 
from climate, the variance ratio was also substantially less than uNty. By contrast, 
the area over northern Scandinavia and to the east, which was significant according 
to the t-test, had a variance ratio exceeding unity. Hence for this region the ensemble for 
JFM 1983 had substantial spread of temperature estimates, though with many members 
consistently different from climatology. It is interesting to note that there are regions in 
Fig. 16(a) (e.g. over parts of the north Atlantic) where the variance ratio was small 
but where the t-value was not significant. For such regions, one would forecast a 
climatological mean temperature with confidence! 

The area-averaged variance ratio of seasonal mean 850 mb temperature for the two 
European subdomains are shown by the heavy dashed lines in Figs. 13 and 14 for the 
winter and summer seasons, respectively. The reference y-axis is given on the right-hand 
side, and the reference level of unity is shown by the dashed horizontal line. Years with 
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Figure 14. As Fig. 13 but for the July-September (JAS) season. 

relatively large t-values and small values of the variance ratio, such as winter 1984/85 
for northern Europe and winter 1982/83 for southern Europe, can be singled out. In 
general, the ratio of variance is smaller in winter than in summer, thus indicating a 
higher level of predictability in winter by this measure. 

The variance ratio was also calculated for precipitation. The values for Europe were 
found to be fairly consistent in spring, falling just below unity (not shown). In winter, 
however, there is much more variability, with some individual ensembles showing more 
consistency than any of the spring ensembles. In summer, rainfall does not appear to 
be very predictable over Europe, when compared with, for example, the United States. 
The variance ratio for some tropical regions (e.g. Brazilian Nordeste, east Africa (shown 
in Fig. 15(b))) are found to be much lower than those over Europe. 

(c)  Comparison with conventional skill scores 
We have shown in section 4(b) that in the sample of PROVOST integrations there 

is a correlation between ensemble-mean skill and the intra-ensemble dispersion of 
skill (see Fig. 8). On the other hand, this correlation does not prove the existence of 
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Figure 15. As Fig. 13 but for: (a) eastern USA 500 mb height in JFM; (b) eastern Africa precipitation in March- 
May (MAM); and (c) India precipitation in June-August (JJA). 
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bl JFM 1985 

Figure 16. The ratio of variance of the 850 mb temperature for the January-March (JFM) season in: (a) 1983, 
(b) 1985, (c) 1991. Contours are at 0.1.0.5, 1.0 and 2.0. Shading for values below 1.0 only. See text for further 

details. 



ECMWF PROVOST ENSEMBLES 2059 

a relationship between ensemble spread and ensemble-mean skill. To investigate this 
further, we compare ensemble-mean skill with the ensemble t-statistic and the ratio 
of variance introduced and discussed in the previous two subsections. For brevity, we 
discuss some results without showing figures. 

For the northern hemisphere 500 mb height in DJF of 1982/83, 1983/84, 1987/88, 
1988/89 and 1990/91, there is a reasonable correspondence between relatively high t -  
values (above 90% confidence level) and relatively low ratio of variance (below 0.8). 
These winters have ensemble-mean anomaly correlations greater than or equal to 0.5, 
i.e. they are among the most skilful winter forecasts (see Fig. 5(a)), and the consistency 
of skill scores within these ensembles is relatively high (Fig. 8(a)). The lowest northern 
hemisphere t-values in 500 mb height are found for SON, where for almost all years it 
stays below 80% confidence level. This is consistent with the poor skill scores for SON 
discussed earlier. 

Based on these considerations, one may infer that these sample statistics are reason- 
able predictors of the ensemble mean. However, this is not always true. For example, the 
ensemble-mean forecast for the 1985/86 winter has a skill score of around 0.5, but based 
on sample statistics it cannot be distinguished as being skilful. However, it can be said 
that a high t-value or low ratio of variance is a necessary (but not sufficient) condition 
for skill. No cases of substantial skill with a low t-statistic and a large variance ratio 
were found. 

Despite these somewhat mixed results, we can use the t-statistic in an attempt to 
shed more light on the rather high hemispheric-forecast skill seen during the strong 
La Niiia winter of 1988/89 (see Fig. 5). This result may seem somewhat surprising, 
especially in view of the evidence offered in scientific literature. For example, Kumar 
and Hoerling (1998) found that potential predictability over the PNA region for the 
strongest warm ENS0 events consistently exceeds that for the strongest cold events. In 
addition, Palmer (1988) found that when in a negative PNA phase, possibly associated 
with a La Niiia SST anomaly, the growth of barotropic perturbations in the northern 
extratropical atmosphere is much stronger (giving rise to lower predictability) than when 
in a positive PNA phase. 

The 500 mb height t-statistic for the 1988/89 winter has lower values over the PNA 
region when compared with, for example, that for a strong El Niiio winter 1982/83 (not 
shown). However, the spatial extent of relatively high t-values is much larger than that 
for 1982/83. For example, the regions with a very high confidence level (above 99%) 
extend from North America over much of the northern and central Atlantic into Europe 
in 1988/89. This is not the case in the winter of 1982/83 where this high t-value is mainly 
confined to the PNA region. Moreover, in 1988/89 high t -values extend westward from 
the northern central Pacific into eastern Asia. This spatial extension of large t-values 
in the 1988/89 winter coincides with the regions of significant height anomalies (cf. 
Fig. 7). Clearly, Fig. 7 indicates that the northern hemisphere skill is highly influenced 
by anomalies over the whole of the western hemisphere, including the northern Pacific 
region. 

7. RELATIVE IMPACT OF INITIAL CONDITIONS AND SST FORCING ON RAINFALL 
PREDICTABILITY 

Additional ensembles have been run for the 1987 and 1988 spring and summer 
seasons, to address the issue of the extent to which seasonal predictability is due to the 
underlying SST anomalies or the ICs (which include land surface ICs). These additional 
ensembles consist of six members each; the control ensembles are the subsets of the 
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original 9-member PROVOST ensembles. The additional ensembles are referred to as 
'hybrid' experiments, because of the blending of ICs for one year with SST data from 
the different year. 

Let (IC87, SSTg) denote an integration made with 1987 ICs and 1987 SSTs. The 
hybrid integrations can be denoted as {IC87, SSTgg), and so on; see Table 4 for details. 
In order to establish the statistical significance of these differences we also show related 
t-statistics. 

(a)  Regional impact 
Results are shown in Figs. 17 and 18 for precipitation in two regions: northern 

subtropical Africa (Sahel) during JJA, and the USA during AMJ. For the Sahel, 1987 
was a drought year; for the eastern USA, 1988 was a drought year. The droughts in these 
two regions were discussed extensively elsewhere, and will not be discussed here; see, 
for example, Palmer e? al. (1992) for the discussion on the Sahel drought, and Trenberth 
and Branstator (1992) and Palmer and BrankoviC (1989) for the 1988 US drought. 

For much of the Sahel, the model control ensemble simulated well the observed 
increase in precipitation in JJA 1988 relative to JJA 1987 (Fig. 17(a)). The associated 
?-values, significant at the 95% confidence level, are found to the west of the Greenwich 
meridian and to the east of the Lake Chad (15"E, Fig. 17(b)). Figure 17(c) shows that 
this increase in JJA 1988 precipitation comes primarily from the impact of the 1988 
SST data, {IC87, SST88) - {IC87, SST87), since the ICs in the hybrid ensemble {IC87, 
SST88) are identical to those in the control ensemble {ICg, SST87), and the SSTs were 
taken from 1988. For the {IC87, SST88) - (IC87, SST87} difference, the confidence level 
is more than 99% for much of subtropical northern Africa (Fig. 17(d)). 

The impact of ICs is smaller than that of SSTs ({ICss, SSTS~} - {1c87, SST87}, 
Fig. 17(e)), though by no means unimportant. The increase in precipitation is restricted 
to the sub-Saharan region, whereas to the south of 12"N there is a reduction in 
precipitation. The signal from the ICs is not as highly significant as that from the SSTs, 
though it is large in certain sub-regions. Similar results to those in Fig. 17 apply for 

with a smaller statistical significance (not shown). 
Figure 18(a) and (b) shows that the late spring (AMJ) control ensemble precipitation 

difference over the eastern USA agrees well with the observed interannual variation 
(wetter in 1987, drier in 1988). In terms of precipitation differences and t-statistics, it 
can be concluded that both SST forcing ((IC87, SST88) - (1c87, SST88}, Fig. 18(c) and 
(d)) and initial conditions ({ICsg, SST87) - {IC87, SST87), Fig. 18(e) and (f)), seem to 
play important roles in explaining interannual variability. Bearing in mind that the initial 
conditions were defined in late February 1988, their impact on the AMJ precipitation is 
striking. 

When the differences with respect to the 1988 control ensemble are consid- 

(IC88SST87) - (IC88SST88) and (1c87, ssT88) - (IC88, SST88} differences, however 

ered ({Icgg, SST87) - {ICss, SST88) and {Ic87, SST88) - {ICss, SSTgg)), the model 
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d) Pmc@iWm 1-variable; AW IC 1987, SST 1888 vs. control 87 

e) Pmdpnabndftemce AMJ: K: 1888. SST 1987 - d l 8 6 7  
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Figure 18. As Fig. 17 but for April-June (AMJ) rainfall over the USA. 

response is essentially qualitatively similar to that shown in Fig. 18, but the statistical 
significance over the eastern part of the USA is weaker. 

For brevity, the results for Europe in late spring (AMJ) are summarized as follows. 
For northern Europe, the precipitation difference (with respect to the control ensemble) 
due to SSTs is very similar to the precipitation difference due to ICs. However, the t -  
statistics indicate that the impact of the SSTs is more significant than the impact of the 
ICs. For eastern Europe, the precipitation differences due to SSTs and ICs are again 
very similar, and both factors seem to play an equally significant role in the interannual 
variation. For south-western Europe, the influence of SSTs prevails over that of ICs. The 
diversity of the above results illustrates the difficulty in attributing rainfall predictability 
over Europe. 

(b) Global impact 
The relative impacts of ICs and SST forcing on global precipitation rates were also 

studied; here we discuss the results for global precipitation difference fields. 
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a) Precipitation t-variable; JJA: IC 1987, SST 1988 vs. control 87 
Cant: 1.37. 1.81.2.23.3.17 

b) Precipitation t-variable; JJA: IC 1988, SST 1987 vs. control 87 
Cant 1.37, 1.81.2.23.3.17 

Figure 19. t-statistics for seasonal-mean June-August (JJA) rainfall differences between hybrid and control 
ensembles for: (a) ‘wrong’ SSTs in hybrid experiments; and (b) ‘wrong’ initial conditions (ICs) in hybrid 

experiments. See text for details and discussion. 

Irrespective of the season considered, the following pattern in the difference fields 
emerges. When the ‘wrong’ SSTs in the hybrid experiments are used and differences 
are calculated with respect to corresponding control ensembles (cases ((IC87, SST88) - 
(IC87, SST87) and (IC88, SST87) - (IC88, SST88) in Table 4), the precipitation differ- 
ences over oceanic areas and most land areas are very similar (in both pattern and am- 
plitude) to the differences between the control ensembles for the two years considered. 
In Fig. 19(a) the JJA t-values for the case (IC87, SST88) - (IC87, ssT87) are illustrated. 
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This shows that the oceanic boundary forcing is the major contributor to interannual 
variations of global precipitation. 

When the ‘wrong’ ICs are used, differences between hybrid and control ensembles 

show much patchier patterns over both oceans and continents. Over some regions these 
differences are similar to those between the controls of different years, however, no truly 
global pattern is evident (Fig. 19(b) depicts the (IC88, SST87} - {Icg ,  SST87} case). 
Based on these results, it could be argued that the impact of ICs is confined to relatively 
small spatial scales, and is predominantly local in character as discussed in section 7(a). 

In addition, the ‘sum’ of the individual contributions from SSTs and ICs does not 
correspond to (the differences between) the control ensembles. This would imply that 
nonlinear processes are important in determining the combined effect of SSTs and ICs. 

(Cases {Ices, SST87} - {Ic87, SST87] and {Ic87, SST88} - {Ic88, SST88} in Table 4) 

8. CONCLUSIONS 

Objective measures of seasonal skill and predictability have been estimated from 
ensembles of 120-day integrations of the ECMWF model, run with prescribed observed 
SSTs. The use of observed rather than predicted SSTs indicates that the results shown 
here may be assumed to provide an upper limit on what can be obtained with a 
coupled ocean-atmosphere model (assuming the adequate accuracy of observed SSTs). 
However, two caveats should be made. In section 3, we noted that the systematic error in 
the model was, in many regions, at least as large as the signal (the observed interannual 
variability) one is trying to predict. In the northern winter, for example, the ratio of 
systematic error to interannual variability was large over the extratropical Atlantic and 
Pacific Oceans. Obviously these systematic errors can have a significant impact on the 
level of model skill, e.g. as determined by anomaly correlation coefficients. However, 
there is a second, more subtle way in which model systematic error can influence even 
predictability estimates. It is known that SSTs in mid latitudes are both forced by, and 
in turn force, the overlying atmospheric flow. The storm tracks appear to play a key role 
in this two-way process (e.g. Peng and Whitaker 1999). If the model’s storm tracks are 
systematically mishandled, then the model will not respond correctly to the observed 
SSTs. In this sense, the model’s response to the observed SSTs, and hence extratropical 
predictability, may increase when model error has been reduced. 

The results using conventional anomaly correlation scores showed a fairly uniformly 
positive level of skill over the whole northern hemisphere. Over Europe the level of 
skill was positive overall, but not consistently so. This variable and inconsistent level 
of skill was also reflected in estimates of predictability based on t-tests and ratio-of- 
variance tests. Other areas were studied: for example, for tropical regions the level of 
predictability is much higher, as is well known. However, some parts of the tropics suffer 
from chaotic atmospheric processes, Indian monsoon rainfall being a prime example. 
The impact of ENS0 on estimates of skill and predictability was also studied. Whilst 
most regions show a clear impact, it is less apparent overall for the European region. 

The impact of SST forcing was compared with the influence of ICs (which include 
land surface ICs) by performing additional ensembles of hybrid integrations with SSTs 
from one particular year, and ICs from a different year. Overall the results confirm the 
predominant importance of SST forcing. However, on a regional level the results show 
that IC effects cannot be ignored for quantitative seasonal prediction. On this basis, 
seasonal-predictability estimates from AMIP integrations (Gates 1992), in which ICs 
are largely irrelevant, can be expected to be quantitatively different from the results of 
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these PROVOST integrations. The impact of SSTs and ICs are not linearly additive, 
another manifestation of the nonlinearity of climate. 

These results, together with the positive impact of using multi-model ensemble tech- 
niques (Palmer et al. 2000), suggest that the next phase of seasonal-ensemble evaluation 
should be performed in coupled ocean-atmosphere mode. The next European Union 
project DEMETER (Development of European Multi-model Ensemble systems for sea- 
sonal to inTERannual prediction) is concerned with the development of a database of 
multi-model coupled-model ensemble integrations over the period of the ECMWF 40- 
year re-analysis. Results from DEMETER will be reported in due course. 
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