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Abstract

Ž .Independent component analysis ICA is described for a number of signals from different sources and a number of
receivers. When applied to nutating rising-sun reticle optical trackers, ICA enables the discrimination of optical sources with
an appropriate number of detectors. The main contribution of this paper is the conclusion that coherence between optical
sources results in a nonlinear ICA problem that becomes linear when the optical fields are incoherent. It is shown that
requirements necessary for the ICA theory to work are fulfilled for both coherent and incoherent optical sources. Moreover,
it is shown additionally that by the proper design of the optical tracker the nonlinear model can be converted into linear one
by simple linear bandpass filtering operation. Consequently, the multisource limitation of the nutating rising-sun reticle
based optical trackers can in principle be overcome for both coherent and incoherent optical sources. q 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction

Reticle systems are considered to be the classical
approach for estimating the position of a target in a
considered field of view and are widely used in IR

w xseekers 2 . The advantage of the reticle seekers is,
because few detectors are used, simplicity and low

) Corresponding author. E-mail: ivica.kopriva@public.srce.hr

w xcost 30,31 . Owing to a spatial filtering effect of the
reticle, the IR reticle tracker may exclude unwanted

w xbackground signals 2,3 . However, the major draw-
back of the reticle based trackers has been proven to
be sensitivity on the IR countermeasures such as

w xflares and jammers 4,30,31 . It has been shown in
w x1 that an optical system based on a nutating reticle
can be modified to resolve the multisource limitation

w xproblem, 4 , by the combined use of ICA theory and
appropriate modification of the optical tracker design
Ž .see Fig. 3 . Since reticle based optical systems are
not a widely understood construct we present in
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Section 2 a brief description of the optical modula-
tion theory while more details can be found in
w x w x1–10 . It was assumed in 1 that the intensity of the
incident optical field is the sum of single intensities
that results in a linear convolutive signal model. We
present in Section 3 a more rigorous statistical optics

w xbased derivation of the signal model 11,12 . It is
shown that in the case of either partially or totally
coherent optical fields the resulting signal model is
nonlinear. When incoherence is assumed a linear
model is obtained. Linear ICA is a very well under-
stood subject and many algorithms are available to

w xsolve such problem 13–23 . The most distinguished
approaches are based on the entropy maximization

w xprinciple 13–15 and minimization of the fourth
w x w xorder cross-cumulants 23,24 . In 15 a unification

of the unsupervised entropy maximization ICA and
the energy minimization PCA. The nonlinear ICA is
a more difficult problem, and only a few papers have
addressed this subject for some special types of

w xnonlinearity 13,25–28 . Therefore, it is shown at the
end of Section 3 how, by the proper design of the
optical tracking system, it can be ensured that non-
linear signal model be transformed into linear one by
simple linear band-pass filtering operation. In Sec-
tion 4 a brief discussion of the ICA theory require-
ments is given for linear and nonlinear signal mod-
els. Example of one adaptive ICA algorithm is briefly
described in Section 5 while simulation results are
presented in Section 6. Conclusions are given in
Section 7.

2. Optical modulation theory

An optical system that uses either spinning or
nutating reticle is used to detect and determine the

Fig. 1. Optical tracker.

Fig. 2. Reticle with fan-bladed pattern.

position of an object from which some form of
w xprimarily IR energy is emitted, see Fig. 1, 1–10 . A

moving reticle modulates the incidental optical flux
and is located in the focal plane of an optical imag-
ing system. Depending on the shape of the clear and
the opaque segments, the optical flux after the reticle
Ž .i.e., on the output of the photodetector is modu-
lated in the appropriate way. Frequency modulation
Ž .FM is used most often and is generated by nutating
reticle with a fan-bladed pattern with clear and

Ž .opaque segments the rising-sun reticle , such as that
shown in Fig. 2 or by the spinning reticles with

w xdifferent kind of the spokes geometry 5 . The devia-
tion of the FM signal is directly proportional to the

Ž .module of the polar coordinates r,w of the optical
source projection on the reticle area, while the phase
of the FM signal is equivalent to the polar coordinate

w xphase. It has been shown in 1 that instantaneous
frequency of the source radiating flux after the reti-
cle is given by

v t sv yDv cos V tyw , 1Ž . Ž . Ž .ˆ 0 m M

where

v snV , Dv sDnV . 2Ž .0 M m M

and n is number of pairs of clear and opaque
segments, V is the speed of nutation of the reticleM

and D is relative distance directly proportional to the
module r. The time function with the instantaneous

Ž .frequency that is based on Eq. 1 has the form

s r ,w ,t scos v tyb sin V tyw 3Ž . Ž . Ž .0 M

which is the canonical representation of an FM
w xsignal 29 . This waveform is actually the fundamen-

tal term of the photodetector response to the incident
optical flux. The spectral terms around the frequen-
cies 2v ,3v , . . . exist, but the selective amplifier0 0

w xremoves those terms 1,2,4 . Consequently, the inci-
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dental optical flux at the detector area can be approx-
Ž . Ž .imately described with s r,w,t u tydrc where

drc represents time delay due to the time necessary
for the optical field to propagate from the optical
source to the detector.

3. Derivation of the signal model

We start with the problem of detecting optical
radiation at point D when optical fields are emitted

Ž .from two sources at points P and P see Fig. 4 .1 2

The optical field at point D is given as the sum of
the individual fields multiplied by reticle modulating
functions:

u t sK u t s t qK u tyDt s t 4Ž . Ž . Ž . Ž . Ž . Ž .D 1 1 1 2 2 2

where D t represents relative time delay between u1

and u due to the path length difference i.e. D ts2
Ž .d yd rc. In the case of the rising-sun reticle2 1

consisted of the clear and opaque segments, s and1

s are either 1 or 0 and are the functions of the2

coordinates of the optical source projections on the
w xreticle area 1,2,4,5 . K and K are, in general, case1 2

complex constants representing path losses. We will
assume here that they are real numbers. Detector will

w xsense intensity obtained as 11,12 :

² U :I kT s u t u t 5Ž . Ž . Ž . Ž .D D D

where T represents detector averaging time and kT
is new discretized time that allows treatment of

Ž . Ž .nonstationarity. When 4 is applied to 5 , I isD

obtained as:

I s I s q I s q2 K K I I Re g Dt s s� 4Ž .(D 1 1 2 2 1 2 1 2 12 1 2

6Ž .
Ž .In the expression 6 the time index is dropped in

Ž .order to simplify notation. g D t is the normalized12
w xmutual coherence function 11 :

² U :u t u tyDtŽ . Ž .1 2
g Dt s 7Ž . Ž .12 I I( 1 2

Modulating functions s and s are functions of1 2

the coordinates of the corresponding optical sources
only and are mutually independent. They are also
independent relative to the optical fields u and u .1 2

It is therefore possible to write:
2² < < 2 2 : 2² < < 2:² 2:K u t s t sK u t s s I s ,Ž . Ž . Ž .1 1 1 1 1 1 1 1

2 ² :since s ss and s ss because the detector1 1 1 1

averaging process is fast in relation to the modulat-
ing function s . The same reasoning applies for s ,1 2

which explains how the first two parts in expression
Ž .6 are obtained. The third part is obtained from:

² U :2 K K u t u tyDt s t s tŽ . Ž . Ž . Ž .1 2 1 2 1 2

² U :² :² :s2 K K u t u tyDt s t s tŽ . Ž . Ž . Ž .1 2 1 2 1 2

because s and s are independent of u and u and1 2 1 2
Ž .also mutually independent. Taking into account 7

² : ² :and s ss , s ss , the third part of expres-1 1 2 2
Ž .sion 6 is obtained. The photocurrent is obtained

when the intensity I is expressed in terms of spec-D

tral irradiance and when detector spectral responsiv-
ity is taken into consideration, giving:

Ž . Ž . Ž . Ž .i kT s A I l,kT R l dl= s kTH 1 1

Ž . Ž . Ž .q A I l,kT R l dl= s kT q2 K KH 2 2 1 2

Ž . Ž . Ž . Ž .= I l,kT R l dl= I l,kT R l dlH H( 1 2

� 4Ž . Ž . Ž .=Re g Dt = s kT s kT , 8Ž .12 1 2

where A is the detector sensing area and l is
wavelength. When in accordance with Fig. 3 the

Ž .beam splitter and two detectors are used, Eq. 8 can
be used to obtain expressions for the corresponding

Ž . Ž .photocurrents by simply inserting t l and r l into
Ž . Ž . Ž .integrals over l in 8 . Here t l and r l are beam

splitter transmission and reflection coefficients, re-
Ž .spectively. Responsivity R l should be replaced

Ž . Ž .with R l when i is computed and with R l1 1 2

when i is computed. The optical tracker output2

signals x and x are obtained as:1 2

U � 4x t sg t i t jg 1,2 , 9Ž . Ž . Ž . Ž .j j j

where t stands for kT , g and g are impulse1 2

responses of the selective amplifiers, and U means
Ž . Ž .temporal convolution. Based on 8 and 9 the

following is obtained:
U U

x t sg t s t qg t s tŽ . Ž . Ž . Ž . Ž .1 11 1 12 2

U
qg t s t s tŽ . Ž . Ž .13 1 2

U U
x t sg t s t qg t s tŽ . Ž . Ž . Ž . Ž .2 21 1 22 2

U
qg t s t s t , 10Ž . Ž . Ž . Ž .23 1 2
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Fig. 3. The modified optical tracker.

� 4where impulse responses g , i, jg 1,2,3 can bei j
Ž . Ž . Ž .identified from 8 , 9 and 10 as:

g t sA g t B l,t ,Ž . Ž . Ž .11 1 1 11

g t sA g t B l,t ,Ž . Ž . Ž .12 1 1 12

g t sA g t 2 K K B l,t B l,t(Ž . Ž . Ž . Ž .13 1 1 1 2 11 12

=Re g Dt� 4Ž .12

g t sA g t B l,t ,Ž . Ž . Ž .21 2 2 21

g t sA g t B l,t ,Ž . Ž . Ž .22 2 2 22

g t sA g t 2 K K B l,t B l,t(Ž . Ž . Ž . Ž .23 2 2 1 2 21 22

=Re g Dt� 4Ž .12

B l,t s t l I l,t R l dlŽ . Ž . Ž . Ž .H11 1 1

B l,t s t l I l,t R l dlŽ . Ž . Ž . Ž .H12 2 1

B l,t s r l I l,t R l dlŽ . Ž . Ž Ž . Ž .H21 1 2

B l,t s r l I l,t R l dl 11Ž . Ž . Ž . Ž . Ž .H22 2 2

w xIn relation to the signal model derived in 1 the
Ž .model 10 is more complete. The linear model from

w x1 is obtained as a special case when incoherence
between optical fields is assumed. If only the basic

Ž .optical tracker construction is used see Fig. 1 then
Ž .Eq. 10 shows that optical tracker sees convolutive

combination of the two modulating functions s and1
w xs . It has been shown analytically in 4 that in such2

a case the optical tracker follows the centroid the
coordinates of which are functions of the effective
brightness of the two sources. The point is that
optical tracker fails to determine the accurate coordi-
nates of either of the two sources. That is known as
IR jamming problem. Although this problem, associ-
ated with the reticle based tracking systems, is very
old there are still new attempts to design jamming

w xresistant reticle seekers 30–32 . Basically these at-
tempts assume that jammers can be detected on the
basis of the energy and spectral discrimination. It is
also assumed that, when jamming is detected, sensor
signal is replaced with the predicted version based
on the past values provided that target performs no
maneuvering. These assumptions are partially true
for the anti-aircraft missile scenario but generally do

w xnot hold in the anti-tank missile engagement 33 . A

Fig. 4. Detection of optical radiation from two sources.
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Fig. 5. Optical tracker band-pass region.

w xnew approach was proposed in 1 and is extended
here. It is based on the independent component
analysis theory and an appropriate modification of
the optical tracker design that for the case of two
sources is shown on Fig. 3. Generally, ICA enables

Ž .source signals s and s , Eq. 10 , to be recovered1 2

on the basis of the observed signals x and x only.1 2

Since the nonlinear ICA algorithms are designed for
the special types of the non-linearity only, transfor-

Ž .mation of the non-linear convolutive model 10 into
linear one would be of great importance. Let the
optical tracking system is designed such that:

vmax
v ) 12Ž .min 2

where v and v are minimal and maximalmin max

corner frequencies of the optical tracker selective
amplifiers, respectively, Fig. 5. When the source
signals s and s are multiplied, two new parts of1 2

the frequency spectrum are generated that, in gen-
eral, cause non-linear signal distortions. That can be
avoided provided that the following inequalities are
fulfilled:

v qv )v 13aŽ .i j ji max

< <v yv -v 13bŽ .i j ji min

� 4where v ,i, jg 1,2 are corner frequencies of thei j

source signals s and s . It is easy to show that this1 2

can be fulfilled if the optical tracking system is
Ž .designed such that 12 is ensured. Namely, the

Ž .worst case for the inequality 13a is occurred when
Ž .v sv sv . Then 13a is transformed intoi j ji min

Ž . Ž . Ž .v ) v r 2 . For the inequality 13b the worstmin max

case is occurred when v sv ,v sv . Theni j max ji min

Ž . Ž . Ž .13b is transformed again into v ) v r 2 .min max
Ž .Both conditions are obviously fulfilled when 12 is

Ž .ensured. Then, the non-linear model 10 can be
transformed into linear one by applying linear band-
pass filtering operation on the measured signals x1

Ž .and x of the signal model 10 . The new model is2

obtained:
U U

x t sg t s t qg t s tŽ . Ž . Ž . Ž . Ž .ˆ ˆ ˆ1 11 1 12 2
U U

x t sg t s t qg t s t 14Ž . Ž . Ž . Ž . Ž . Ž .ˆ ˆ ˆ2 21 1 22 2

Ž . Ž .U Ž . � 4where g t sh t g t , i, jg 1,2 and h isˆi j BP i j BP

impulse response of the linear band-pass filter with
the corner frequencies v and v .min max

4. Interpretation of the ICA theory requirements

Independent component analysis also known as
blind source separation is a fundamental problem in
signal processing. The problem is described for a
number of source signals coming from different

w xsources and a number of receivers 16 . Each re-
Ž .ceiver antenna, microphone, photodiode, . . . re-

ceives a linear combination of these source signals.
Neither the structure of the linear combination nor
the source signals are known to the receivers. In this
environment the identification of the linear combina-
tions is called the blind identification problem and
the decoupling of the linear combinations is called

w xthe blind source separation problem 16 . In this
paper we are considering the blind source separation
problem. Two cases of linear mixture are possible:
scalar and convolutive. Since, in our application
measured signals are convolutive combination of the

Ž Ž . Ž . Ž ..source signals Eqs. 10 , 11 and 14 the convolu-

Fig. 6. Convolutive signal model.
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Fig. 7. Feedback separation network.

tive mixing case will be treated in this paper. Convo-
lutive mixture is mathematically described by:

xsGUs 15Ž .
where G is the matrix of impulse responses. For

Ž Ž .decoupling the convolved signals see 14 and Fig.
.6 the feedback separation network shown in Fig. 7

will be used. A feedback separation network is pre-
ferred over a feed-forward network in order to avoid

w xthe whitening effect 22 . The decoupling filters
Ž . Ž .W z and W z must be adjusted so that the12 21

Ž . Ž . Ž .transfer function Q z sW z =G z of the com-
w xbined system will be of the form 17–19 :

Q z 0Ž .11
Q z s 16Ž . Ž .

0 Q zŽ .22

or

0 Q zŽ .12
Q z s 17Ž . Ž .

Q z 0Ž .21

In both these cases the source signals will be
Ž .reconstructed up to the shaping filters Q z . Therei j

are three fundamental assumptions on which all ICA
algorithms are based: statistical independence of the
source signals, the source signals are non-Gaussian
and the non-singularity of the mixing matrix in the
model of the obserÕed signals. The question of
whether these assumptions are fulfilled for the model

Žof the modified optical tracker’s output signals given
Ž . Ž ..by 10 or 14 are examined briefly at this point.

The statistical independence assumption of the source
Ž . Ž .signals s r,w,t and s r,w,t is reasonable since1 2

Fig. 8. Power spectrum of the source signal s .1

Ž .they are generated by two different independent
optical sources. Figs. 8 and 9 show power spectrums
of the two FM source signals. The absolute extreme
values of the auto-correlation C s , C s and cross-2 1 2 2

correlation C s s as well as of the fourth order11 1 2

cumulants C s , C s and cross-cumulant C s s4 1 4 2 22 1 2

are given in Tables 1 and 2, respectively. It can be
seen that in both cases the cross-statistics are approx-
imately 10 times smaller than auto-statistics. Assum-
ing statistical independence, the joint probability

Fig. 9. Power spectrum of the source signal s .2
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Table 1
Second order statistics

Ž . Ž . Ž .Second order statistics C S C S C S S2 1 2 2 11 1 2

Maximal absolute value 0.5 0.5 0.068

Ž . ( )density function pdf f s of the vector of source
signals is given as:

n

f s s f s 18Ž . Ž . Ž .Ł i i
is1

Ž .where f s is the marginal probability density func-i i

tion of the ith related component. The second as-
sumption, that the source signals are non-Gaussian,

Ž . Ž .for signals s r,w,t and s r,w,t is also fulfilled1 2
Ž .for the following reasons. It has been shown in 3

that the source signals are FM signals. These types
of signals, as most communication signals, belong to
the sub-Gaussian class of signals having negative
kurtosis, where kurtosis of the signal x is defined as:

C x4
k x s 19Ž . Ž .2C x2

and C is fourth order cumulant and C is second4 x 2 x

order cumulant of the signal x. The kurtosis shows
how far the signal is from the Gaussian distribution,
which has kurtosis equal to zero. This is due to the
fact that random processes with Gaussian distribu-
tions have all cumulants of order three or more equal

w xto zero 34–36 . Fig. 10 shows estimated pdf of the
Ž .source signal s Fig. 8 . The shape of the pdf1

Žcharacteristic for the sub-Gaussian processes tend to
.the uniform distribution can be observed. The esti-

Ž .mated value of the kurtosis is k s sy1.49. When1

the previous two assumptions hold, all ICA algo-
rithms recover the source signals by minimizing or
maximizing certain criteria that indirectly factorizes
the joint probability density function of the recov-
ered signals. Since the source signals are indepen-
dent by assumptions, the discussed factorization ac-
tually reconstructs the source signals. A consequence
of such a separation criteria is that the separated

Table 2
Fourth order statistics

Ž . Ž . Ž .Fourth order statistics C S C S C S S4 1 4 2 22 1 2

Maximal absolute value 0.375 0.369 0.034

Fig. 10. Estimated pdf of the source signal s .1

signals in principle represent scaled and permuted
w xversion of the source signals 16–18 . The third

assumption is the non-singularity of the mixing ma-
Ž . Ž .trix when the convolutive model 10 i.e. 14 is

transformed into the frequency domain. We shall
first assume that the optical sources u and u are1 2

Ž .incoherent. Since, g D t s0;D t, g and g are12 13 23
Ž Ž .. Ž .zero see Eq. 11 , signal model 10 is reduced to

the linear convolutive model. It is experimentally
w xshown in 1 that in such a case it is indeed possible

to estimate the source signals s and s when only1 2

tracker output signals x and x are known. The1 2

non-singularity requirement means that measured
signals x and x must be linearly independent1 2

combinations of the source signals s and s , which1 2

ensures a benefit from using two sensors. It is shown
w xin 1 that this assumptions holds. The signal model

Ž .10 transformed into the frequency domain yields:

X G G S G1 11 12 1 13s = q = S SŽ .1 2X G G S G2 21 22 2 23

20Ž .
Ž .where all quantities in the Eq. 20 are Discrete

Ž .Fourier Transforms DFTs of the related time do-
Ž .main quantities in the signal model 10 . The fre-
Ž .quency variable v is dropped in Eq. 20 in order to

simplify notation. When the optical fields are inco-
herent G and G are zero and nonsingularity13 23

condition is transformed into:

G G yG G /0 21Ž .11 22 12 21
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Ž .Inserting DFTs of the impulse responses 11 in
Ž .21 gives the following inequality:

t l R l I l,t dl= R l I l,t dlŽ . Ž . Ž . Ž . Ž .H H1 1 2 2

y t l R l I l,t dlŽ . Ž . Ž .H 1 1

= t l R l I l,t dlŽ . Ž . Ž .H 2 2

/ t l R l I l,t dl= R l I l,t dlŽ . Ž . Ž . Ž . Ž .H H1 2 2 1

y t l R l I l,t dlŽ . Ž . Ž .H 1 2

= t l R l I l,t dl, 22Ž . Ž . Ž . Ž .H 2 1

Ž . Ž . Ž .Provided that R l (R l (R l the inequal-1 2
Ž . w xity 22 is transformed in 1 :

t l R l I l,t dl= R l I l,t dlŽ . Ž . Ž . Ž . Ž .H H1 2

/ t l R l I l,t dl= R l I l,t dlŽ . Ž . Ž . Ž . Ž .H H2 1

23Ž .

Ž .The inequality 23 is fulfilled when:

t l /const 24Ž . Ž .

over the wavelength region of interest that is fulfilled
w x Ž .for real beam splitters 1 . Requirement 24 has

Ž . Ž .quite general importance since in Eqs. 12 – 14 it
has been shown that under proper condition of the

Ž .optical tracker design the non-linear model 10 ,
generated by the coherent optical sources, can be

Ž .transformed into linear model 14 by simple linear
band-pass filtering operations.

Nevertheless, we shall consider now the case
when the optical sources are mutually coherent to a
certain degree. That can occur when both points on
Fig. 3 are illuminated from the same quasimonochro-

Žmatic optical source for example a single mode
.laser . Such situation is possible to happen in a case

of guided missile systems which are using lasers for
Žtarget designation a common case in air to surface

.missile systems . Optical signals u and u can be1 2

seen as both spatially shifted and temporally delayed.
Ž .The mutual coherence function g D t can be re-12

Ž .placed with the selfcoherence function g D t . The
Ž .value of g D t depends on the relation between the

relative delay D t due to the path length difference
and coherence time t of the illuminating opticalc

source. When single mode lasers are used as target
designators the coherence time can have value of a
few tents of nanoseconds giving the value for path
length difference of 10 or 20 meters. Depending on
the width of the laser beam it is probable that beside
the target some other object be illuminated giving at
the detector coherent optical radiation. What is im-

Ž .portant is that signal model 10 is nonlinear, which
makes the problem of blind discrimination of the
optical sources more difficult than in the incoherent
case. Only a few papers deal with the nonlinear ICA
w x13,25–28 . Beside nonlinearity, which causes prob-
lems from the algorithmic point of view, a question
that must be considered is whether the nonsigularity
condition is fulfilled for the nonlinear model. We
first examine this question on the linear parts of the

Ž . Ž .signal model 10 and 11 . If the linear parts of the
measured signals x and x are linearly indepen-1 2

dent, then we will assume that the contribution from
the nonlinear parts does not cause total information
redundancy between x and x . If we take into1 2

account that u and u are generated by the same1 2

source then:

I l,t sc I l,t , I l,t sc I l,t ,Ž . Ž . Ž . Ž .1 1 2 2

c ,c gR , 25Ž .1 2

Ž .Inserting this in the inequality 22 yields:

I l,t R l dl/ I l,t R l dl 26Ž . Ž . Ž . Ž . Ž .H H2 2

which obviously is not the truth. In the case of the
coherent optical fields the nonsingularity of the lin-

Ž .ear part of the mixing matrix 20 cannot be ensured.
In order to ensure that the measured signals x and1

x does not contain the same information the contri-2

bution from the nonlinear parts of the signal model
Ž . Ž .10 and 20 must not be equal. It means that
impulse responses g and g must not be equal.13 23
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Ž .Taking into account Eq. 25 the DFTs of the im-
pulse responses g and g yields:13 23

G v sG v A 2 K K c cŽ . Ž . (13 1 1 1 2 1 2

= t l I l,t R l dl=Re g Dt� 4Ž . Ž . Ž . Ž .H 1

G vŽ .23

sG v A 2 K K c c I l,t R l dlŽ . Ž . Ž .( H2 2 1 2 1 2 2

=Re g Dt yG v A 2 K K c c� 4Ž . Ž . (2 2 1 2 1 2

= t l I l,t R l dl=Re g Dt� 4Ž . Ž . Ž . Ž .H 2

27Ž .
Ž . Ž . Ž . Ž .Provided that R l (R l (R l and G v1 2 1

Ž . Ž . Ž . Ž .(G v (G v , G v and G v will not be2 13 23

equal if:

t l /0.5 28Ž . Ž .
which is the weaker condition compared with the

Ž .condition 24 obtained for the case of incoherence.
Ž .So the fulfilment of the condition 24 enables the

applicability of the ICA theory to solve the multi-
source limitation problem of the optical trackers for
both coherent and incoherent optical sources. How-

Ž .ever, transformation of the nonlinear model 10 into
Ž .linear 14 by performing linear band-pass filtering is

preferable solution for the coherent optical sources.

5. The ICA algorithms

Ideally, the joint probability density function of
the vector of the source signals is factorized when all
cross-statistics between components of the signal
vector are zero. Provided that non-Gaussian real

Ž . Ž .scalar processes s r,w,k and s r,w,k have1 2

trispectra different from zero, that is:

S v ,v ,v /0Ž .s s s s 1 2 3i i i i

;v ,v ,v is1,21 2 3

and cross-trispectra equal to zero, i.e.:

S v ,v ,v s0;v ,v ,vŽ .s s s s 1 2 3 1 2 3i j k l

� 4; i , j,k ,lg 1,2 except is jsks l

w xit has been shown in 18 that the transfer function
( )Q z of the combined system will be diagonal when

the following conditions are fulfilled:

S v ,v ,v s0;v ,v ,vŽ .y y y y 1 2 3 1 2 31 1 1 2

S v ,v ,v s0;v ,v ,v 31Ž . Ž .y y y y 1 2 3 1 2 32 2 2 1

Ž .Eq. 31 represents the criteria for signal separa-
tion in the frequency domain. The equivalent criteria
in the time domain is given by:

cum y k , y kqt , y kqt , y kqtŽ . Ž . Ž . Ž .1 1 1 1 2 2 3

s0;t ,t ,t1 2 3

cum y k , y kqt , y kqt , y kqtŽ . Ž . Ž . Ž .2 2 1 2 2 1 3

s0;t ,t ,t 32Ž .1 2 3

Ž .The fourth order cross-cumulants in 32 are ob-
tained as the Inverse Discrete Fourier Transform
Ž . Ž . w xIDFT of the related cross-trispectra 40 34,35 .
This is equivalent to saying that the output signals
will be separated when their mutual fourth-order

w x Ž .statistics is zero 17,34 . Assuming that W z and12
Ž .W z are FIR filters of order M, the system of Eq.21

Ž .32 is transformed in the system of at least 2M
linear equations in terms of the filter coefficients w12

w xand w 17 . The solution is obtained by using an21

iterative algorithm that requires per iteration at least
2 M 2 q2 M fourth-order sample cross-cumulants to
be estimated. Due to the delay introduced by the
block processing approach and the huge computa-
tional complexity of this approach such a solution is
unacceptable for the real time separation of sources.

Ž .The discrimination of the optical sources Fig. 6
must be a real time process. Therefore, a real time
version of the BSS algorithms is necessary. Such

w xalgorithms are given in 14,20–23 and are adaptive
by nature. This means that at every time sample the
algorithms should deliver instantaneous values of the

( ) ( ) w xseparated signals y k and y k . In 21 the adap-1 2

tive separation is performed by minimizing the in-
stantaneous energy of the separator output signals
which actually decorrelates the signals and does not
ensure statistical independence in the true sense. In
w x23 several approaches are given the most interest-
ing of which are neural network separators based on
the products of odd nonlinear activation functions
and separators that minimize the squares of the

Ž .fourth-order cross-cumulants such as given in 32 .
w xIn 14,22 the separation of the convolved signals is

achieved by maximizing the entropy of a sigmoid
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function of the separator output signals. Here we
present a class of adaptive blind separation algo-
rithms for convolved sources which are based on the

w xinformation maximization principle 14,22 . The in-
Ž .put-output relations of the feedback network Fig. 7

are given by:
M

y k sx k y w i y ky iŽ . Ž . Ž . Ž .Ý1 1 12 2
is1

M

y k sx k y w i y ky i 33Ž . Ž . Ž . Ž . Ž .Ý2 2 21 1
is1

( ) ( )For causality reasons w 0 and w 0 must be12 21
Ž .zero. It is assumed that the source signals s r,w,k1

Ž .and s r,w,k have a zero mean and are statistically2
Ž .independent in the sense of 18 . It has been shown

w xin 14 that the maximization of the information
Ž .transfer through the sigmoid function z sg y also1 i

reduces the redundancy between the outputs of the
Ž .separation network y Fig. 7 . This process is alsoi

called independent component analysis that enables
the network to solve the blind separation task. The
mutual information between the sigmoid outputs and

w xinputs is defined as 14 :

I z , y sH z yH zry 34Ž . Ž . Ž . Ž .
( )where H z is the entropy of the sigmoid outputs,

( )while H zry is the residual entropy in the output
which did not come from the input. Since in the BSS

Žscenario we have no noise both signals and noise
. ( )are treated equally the entropy H zry has its low-

w xest possible value: it diverges to y` 14 . So the
( )maximization of the mutual information I zry is

equivalent to the maximization of the joint entropy
( )H z with respect to the separation filter coefficients:

max I z , y s max H z 35Ž . Ž . Ž .
w wi j i j

( )To see why the maximization of H z separates
Žsignals y i.e. factorizes joint probability densityi

( ). Žfunction f y the mutual information i.e. statistical
.independence between the components z is ex-i

w xpressed in a form of Kullback divergence 24 :
n

MI z sd f z , f zŽ . Ž . Ž .Ł i iž /
is1

` f zŽ .
s f z log dz 36Ž . Ž .H n

y` f zŽ .Ł i i
is1

( )MI z vanishes if the components z are statisticallyi
w xindependent and it is strictly positive otherwise 24 .

Ž . ( )Based on 36 the mutual information MI z can be
( )defined in terms of joint and marginal entropy H z

( )and H z respectively:i

n

MI z syH z q H z 37Ž . Ž . Ž . Ž .Ý i
is1

w xwhere the entropy terms are defined by 14 :

`

H z syE log f z sy f z log f z dzŽ . Ž . Ž . Ž .H
y`

`

H z syE log f z sy f z log f z dzŽ . Ž . Ž . Ž .Hi i i i
y`

38Ž .
Ž .It follows from 37 that:

n

H z s H z yMI z 39Ž . Ž . Ž . Ž .Ý i
is1

Ž .It can be seen from 39 that the maximization of
( )the joint entropy H z actually maximizes the

( )marginal entropy H z and minimizes mutual infor-i
( ) Ž .mation MI z which, due to 36 , leads to the factor-

( )ization of f z . Since the z ’s are related to y ’si i

with some invertible transformation, as for example
Ž . ( )z s tanh y , factorization of f z will have as ai i

( )direct consequence the factorization of f y . When
( )zsg Wx has a unique inverse, the multivariate

w xprobability density function can be written as 14 :

f xŽ .
f z s 40Ž . Ž .

< <J

< <where J is the absolute value of the Jacobian of the
transformation. The Jacobian is defined as the deter-
minant of the matrix of partial derivatives:

E z E z1 1
. . .

E x E x1 n

Jsdet 41Ž .. .
E z E zn n

. . .
E x E x1 n

Ž . Ž .Then using 38 and 40 the joint entropy can be
written as:

< <w xH z syE ln f z sE ln J yE ln f xŽ . Ž . Ž .
42Ž .
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Fig. 11. Power spectrum of the measured signal x .1

( )Now, the maximization of H z with respect to
the coefficients of the separation filters w is equiva-i j

< < Ž .lent to the maximization of ln J since in Eq. 42 ln
Ž .f x does not depend on w . Hence,i j

< <max H z s max ln J 43Ž . Ž .
w wi j i j

For the feedback separation network shown in
Fig. 7. and described with the input-output relation
Ž .33 the absolute value of the Jacobian is obtained
as:

E z E z E zi 1 2
< <J s det s P 44Ž .

E x E y E yi 1 2i j

The adjustments of the separation filter coeffi-
cients are then obtained as:

< <E H z E ln JŽ .
Dw k ,m s sŽ .i j E w k ,m E w k ,mŽ . Ž .i j i j

E E zi
s ln

E w k ,m E yŽ .i j i

y1
E z E E zi i

Dw k ,m s 45Ž . Ž .i j ž / ž /E y E w k ,m E yŽ .i i j i

where k is the discrete time index, and m is the
coefficient index of the related separation filter. If zi

Ž . 2is taken to be tanh y then Ez rE y s1yz and Eq.i i i i
Ž .45 becomes:

Dw k ,m s2 z k y kymŽ . Ž . Ž .i j i j

s2 tanh y k y kym 46Ž . Ž . Ž .Ž .i j

Fig. 12. Power spectrum of the filtered measured signal x .1

From this the separator learning rule is obtained
as:

w kq1,m sw k ,m qmDw k ,mŽ . Ž . Ž .i j i j i j

sw k ,m 2m tanh y y kymŽ . Ž . Ž .i j i j

47Ž .
Ž .where m in Eq. 47 is a small positive constant also

called the adaptation gain.

6. Simulation results

Measured signals x and x were generated ac-1 2
Ž .cording to the nonlinear signal model 10 on the

basis of the two FM source signals s and s the1 2

power spectrums of which are shown on Figs. 8 and

Fig. 13. Power spectrum of the reconstructed signal y .1
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Fig. 14. Power spectrum of the reconstructed signal y .2

Ž .9. The total coherence case, g D t s1, was as-12

sumed. Power spectrum of the measured signal x is1

shown on Fig. 11. The nonlinear effect due to the
Ž .nonlinear part in the signal model 10 can be ob-

served. Power spectrum of the measured signal x2

looks very similarly. When, in accordance with the
Ž . Ž .exposed analysis Eqs. 12 – 14 , the linear bandpass

filtering is applied on the measured signals x and1
Ž .x , signals x and x are obtained, Eq. 14 . Powerˆ ˆ2 1 2

spectrum of the signal x is shown on Fig. 12. It isˆ1

obvious that nonlinear effect has been eliminated.
Power spectrum of the signal x looks very simi-ˆ2

larly. When FM demodulator is applied on either
signal x or signal x , only the IR optical sourceˆ ˆ1 2

that was placed near the center of the field of view
Ž .FOV can be discriminated. If, however, the entropy

Ž .based ICA algorithm, Eq. 47 , is applied on the
signals x and x the influence of the IR sourceˆ ˆ1 2

placed near the center of the FOV can be eliminated
and both IR sources can be discriminated. Power
spectrums of the signals y and y , according to Eq.1 2
Ž .33 , are shown on Figs. 13 and 14. It can be
observed in signal y that influence of the IR source1

placed near the center of the FOV is eliminated.
Signal y represents reconstructed version of the1

source signal s while y represents reconstructed1 2

version of the source signal s .2

7. Conclusion

A statistical optics based analysis is performed
that yields a mathematical model of the output sig-

nals of a modified optical tracker based on the
rising-sun nutating reticle. It has been shown that
coherence between optical sources produces a non-
linear signal model that becomes linear when optical
sources are incoherent. It has been also shown that
for both coherent and incoherent optical sources, the
nonsingularity of the mixing matrix in the frequency
domain can be ensured requiring that the beam split-
ter transmission coefficient be non-constant over the
wavelength region of interest. Thus the requirements
necessary for the ICA theory to work are fulfilled for
both coherent and incoherent optical sources. How-
ever, it has been additionally shown that by the
proper design of the optical tracker the nonlinear
model, generated by the coherent optical sources,
can be converted into linear one by simple linear
bandpass filtering operation. Consequently, the mul-
tisource limitation of the nutating rising-sun reticle
based optical trackers can in principle be overcome
for both coherent and incoherent optical sources.
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